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Abstract

Recognizing, validating, and optimizing activities of work-
ers in logistics is increasingly aided by smart devices like
glasses, gloves, and sensor enhanced wristbands. We
present a system that augments picking processes with
smart glasses and wristband that incorporates different
types of sensors including ultrasonic, pressure, and iner-
tial. We focus on low barriers for the adoption as well as
the combination of video and inertial sensors. For that pur-
pose, we create a new semi-supervised dataset to evaluate
the feasibility of our approach. The system recognizes and
monitors activities like grabbing and releasing of objects
that are essential for order picking tasks.

Author Keywords
Augmented reality; pick-by-vision; sensor mining; depth
video; activity recognition

ACM Classification Keywords

1.2.10 [Artificial Intelligence]: Vision and Scene Under-
standing; 1.2.6 [Artificial Intelligence]: Learning; 1.5 [Pattern
Recognition]

Introduction

The development of wearable devices such as smart glasses
features a variety of sensors and provides new opportuni-
ties for continuous monitoring and supporting of logistic pro-



Figure 1: System setup with
sensor positions

cesses. A common process is order picking where specific
items must be picked that are typically part of a shipment
or order. This includes navigating to the correct shelves,
identifying the box that contains the required item, and
scanning the corresponding barcode. The time exposure
for most of these tasks can be reduced by relying on data
that is already collected and stored in a data warehouse
system. However, workers still have to log their activities,
e.g., by using a handheld terminal that reduces their flexibil-
ity concerning movements as well as it requires additional
time. Multiple solutions for this kind of problem have been
proposed including pick-by-vision or pick-by-voice. In this
paper, we focus on pick-by-vision by using smart glasses
to analyze the field of vision of a worker. We aim to auto-
matically recognize and scan the item of interest but also
provide visual navigational information.

Compared to existing works, we also consider inertial sen-
sors to recognize the performed activity (see Figure 1).
Hence, on the one hand, the video sensor provides detailed
information of the item of interest whereas the inertial sen-
sors provide additional context information. Specifically the
movement of a workers arm, its position, and its action is
useful information that allows an aided picking system to
better monitor and predict processes. Hence, the different
kind of sensors and positions enable a precise monitoring
of the different body regions. However, determining which
sensor information has to be combined and interpreted de-
pends on the performed activity. If a worker just stands idle
in front of a shelf then acceleration sensor data probably do
not cover useful information. In contrast, depth information
may help to identify the box of interest in an image if several
are visible. Therefore, we aim to investigate which sensor
data is reliable to detect certain patterns during a picking
process. We believe that this approach should be more
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robust than existing works as we compensate the weak-
nesses of the individual sensors by a multi-sensor setup.

Related work

In this paper, we investigate the detection of specific actions
by relying on video and inertial sensors to support picking
processes. Schwerdtfeger et al. conducted an extensive
evaluation of their HMD-based industrial augmented reality
system for picking processes [6], where augmented real-
ity information is used for navigational support and user
assistance. As the picking process itself is complex and
sensor weaknesses need to be eliminated by complemen-
tary information, further methods from the field of image
processing, such as hand/grabbing detection [2] and ana-
lyzing depth information for navigational purposes [1], are
required. This also includes common methods of the activ-
ity recognition domain. In this context, recently, researchers
investigated the recognition of common postures such as
standing and walking in a real-world scenario relying on an
acceleration sensor and considering several on-body posi-
tion of the wearable device [8]. They stated that the distinc-
tion between dynamic (e.g., walking) and static (e.g., stand-
ing, sitting) activities is reliable. Considering our scenario,
this enables to detect the point in time where other sensors
could provide detailed information of the current activity,
e.g., if the worker is navigating to or standing in front of a
shelf. However, the possibility to distinct between similar
activities depends on a sensors position, e.g. standing still
versus standing while lifting the arm. Therefore detecting
the movement of that body-part which is responsible for the
difference between these actions is required. Consequently,
a glove that is enriched with sensors would allow to derive
more precise hand and hand gesture information [3, 4, 5].
However, the drawback of such an approach would be that
gloves commonly reduce delicacy of feeling. Sikdar et al.
addressed this problem by focusing on muscle activities [7]
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Figure 2: Inertial sensor data

Figure 4: Depth information

with a wristband. Similar to Fraunhofer! we are using an
RFID wristband, where we aim to register hand movement
into and out of a box.

Methodology

We want to rely on common machine learning techniques in
context of supervised learning to identify the performed ac-
tion of a worker. Due to our scenario, we decided to create
a new dataset which fulfills all of our requirements instead
of using an existing one. For that purpose, we enhanced
and used a mobile application which was initially developed
for data collection for human activity recognition [8] where
we added the capabilities to collect also video- and depth-
information data. During the data collection, we recorded
the sensor data of the wristband and smart glasses simul-
taneously. We introduced the subjects to stand idle for a
minute so that we could easily synchronize the time de-
pended data streams afterwards. To evaluate the feasibility
of our approach, we decided to consider two different en-
vironments for data collection and evaluation. Hence, we
build a testing environment locally for data collection and
continuous evaluation but also use in addition the environ-
ment of a local logistics company.

We monitor and record a typical picking process as it oc-
curs in logistic companies. This entails the navigation to
the shelves, finding the correct shelf for the current item,
picking up the item, and checking that the correct item was
chosen. To label the recorded data afterwards we also use
video cameras that record the whole process from the per-
spective of a third-person. Further, we attached a RFID
scanner to the wristband to record which box with items
was picked. In this process we only recognize the hand po-
sition inside or outside the box without information about

Thttp://www.iff.fraunhofer.de/en/business-units/
material-handling-engineering/rfid-glove-object-identification.html
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grabbing motions. We consider the result of the scanner as
a label for the picked box. Therefore, our dataset has to be
considered as semi-supervised labeled.

Considering the devices, the smart glasses provide video
and inertial sensors whereas the wristband also covers in-
ertial but in addition pressure and ultrasonic sensors. The
video stream enables to extract depth point clouds (see Fig-
ure 4) where the data from the inertial sensor (see Figure 2)
can be used to recognize movement of the worker which in
turn allows us to better understand the movements in the
video recording. However, to decide which sensor data has
to be interpreted or combined at which point in time is one
of the problems which we are focusing. Further, by com-
bining this sensor information we can eliminate the single
disadvantages of each sensor on its own. Depth informa-
tion is limited in distance and may not work for recognizing
specific movements but can recognize if a certain box is in
the process of being picked. Then, data from the wristband
can be used to determine when a grabbing motion occurs.
In case that these two events occur at the same time it is
very likely that an item in a box was picked. Subsequently,
the camera can be used to identify the specific product that
was chosen. The depth sensor supports the interpretation
of the video stream in case that several barcodes are vis-
ible. The specific methods for extracting information from
video and depth data is out of scope for this paper.

Regarding the classification process, we consider machine
learning techniques, i.e., neural network and random for-
est. The recorded sensor data is transformed into statistical
features where commonly the time depended data streams
are segmented into small windows. Video data will be eval-
uated separately by employing object recognition and track-
ing to find shelves and their labels. We want to rely on up-
datable models, i.e., online learning, to investigate the fea-
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sibility regarding dynamic environments. In this context,

we evaluate the influence of sensor combinations but also
single sensor setups to determine their capability for aid-
ing the process. Specifically, if the video camera and depth
sensor are able to consistently identify shelves and boxes,
if the wristband is sufficient to recognize grabbing motions
and if the inertial sensors improve to overall accuracy of the
process.

Conclusion & Future Work

We present an approach that supports workers in a ware-
house, more precise, during a picking process. We create
a labeled dataset to investigate the influence and advan-
tages of the different kind of sensors in a multi-sensor setup
where we aim to compensate the individual weaknesses.
Further, we rely on common machine learning techniques
to recognize the varying patterns that occur during the pick-
ing process. As a next step, we want to focus on the rela-
tion between sensor data and the activity patterns. Further,
a productive system also requires a cross-device synchro-
nization regarding time and data.
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